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Abstract

Cryptocurrencies markets are still heavily volatile and provide a unique activity field for more
classical financial analysis. The work entails taking historical price data on Ethereum for a vast
amount of time. Feature engineering is done with the intention of getting the right information
that needs to be taken for the modeling process and to make the data normal for the process.
The LSTM model is then used and trained on the predefined dataset because of the capability of
the LSTM model for mastering complex non- linear patterns in Ethereum price fluctuations. In
this paper, the accuracy of the LSTM model in the prediction of Ethereum prices is determined
using the Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE). Information
derived from this model can help patients, producers, investors and other stakeholders make
appropriate decision-making in this ever volatile crypto-market. The results of this research
advance the literature on using deep learning approaches for predicting challenging financial
dynamics, focusing on cryptoassets. The deep autoencoder applied in this work also deals with
anomaly detection on the Ethereum system. In particular, autoencoder is useful for reconstruct-
ing normal patterns; therefore, deviations in transactions and prices can be detected. Such an
approach is rational, preventive and based on analysis of risks and threats in the environment
of cryptocurrencies, increasing their safety and dependability.

Keywords: Ethereum Price Prediction, LSTM Networks, Anomaly Detection, Deep Autoencoders,
Cryptocurrency Time-Series Forecasting

1 Introduction

Cryptocurrencies may also be described in terms of a relatively new category of financial assets,
which cause interest among investors, traders, and scholars. Among these, Ethereum (ETH) can be
stigmatized being not only one of the most important digital currencies hosting smart contracts but
also one of the most fluctuating ones. Since the cryptocurrency markets are growing to new heights
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and innovations every day even every minutes, it is crucial to determine the price estimate for each
cryptocurrency in the trading market for better decision-making in trading and investments.

Recurrent Neural Networks (RNNs) and their type, LSTM networks, solve the problem of detect-
ing patterns into data. This paper will attempt to analyze the effectiveness of LSTM network in
the prediction of price of Ethereum with the view of pointing out the direction this virtual currency
can take in the future. The research focuses on gathering past price data of Ethereum to under-
stand price patterns and trends effectively. LSTM networks should help strengthen the general
understanding of the highly fluctuating cryptocurrency market in this study.

Bearing in mind different evaluation parameters and measures, this work assesses the effective-
ness of LSTM networks for Ethereum price prediction. In addition to the accuracy and effectiveness
of the model, the study discusses the readability of the outcomes providing insights into factors
affecting Ethereum’s market. Legacy financial analysis tools present one of the challenges of applying
them in this dynamic digital currency environment where daily changes are typical, the currencies
exposed to various influences.

In this respect, accurate technologies and computerized networks, to mention but a few, deep
learning methods like LSTM are valuable assets. Incorporating the LSTM networks among other
predictors make the prediction of price of cryptocurrencies more accurate. In addition, the analysis
of future stabilization of Cryptocurrencies provide insight to the body of knowledge focusing on the
efficacy of deep learning models in the field of finance.

The outcomes of this research hold potential value for various stakeholders, including investors,
market analysts, and anyone looking to invest in digital assets. Scholars interested in understanding
the factors influencing Ethereum’s price dynamics in the context of digital assets will also find these
insights valuable.

2 Related Work

A study titled Cryptocurrency Time-Series Forecasting with Ensemble Deep Learning Models [1]
introduced a model combining LSTM, BiLLSTM, and convolutional layers, which helps in building
robust, steady, and reliable forecasting models. Another research, LSTM Based Stock Price Predic-
tion [2], produced accurate stock price forecasts using datasets from Alcoa Corp, Carnival Corp,
Tesla Corp, and Google Corp, achieving results comparable to actual stock prices.

In the study Predicting the Price of Bitcoin Using Machine Learning [3], the authors explored
deep learning models like RNN and LSTM for Bitcoin price prediction. Although LSTM generally
performs better due to its ability to identify long-term relationships, it requires more training time
compared to RNN. Further, Anomaly Detection in Time Series Data of Sensex and Nifty50 With
Keras [4] employed LSTM models to detect anomalies in the Sensex and Nifty50 indices, showing
that GRU models outperformed LSTM when analyzing high, close, and open prices.

A study from Stanford University, Predicting Price Changes in Ethereum [5], compared various
machine learning models—logistic regression, naive Bayes, SVM, random forest, and ARIMA—to
predict Ethereum prices. ARIMA was found to provide the most accurate predictions. Similarly, the
work Ethereum Analysis and Predictions Utilizing Deep Learning [6] employed six types of neural
networks and found that LSTM and GRU achieved the highest accuracy at 71%.

In the paper Cryptocurrency Forecasting with Deep Learning Chaotic Neural Networks [7],
RMSE was calculated using Lyapunov’s nearest neighbor rating for predicting Bitcoin, Digital Cash,
and Ripple values. A separate study, Using GRU for Predicting Ethereum Price [8], developed a
GRU-based model for cryptocurrency price prediction. GRU, being simpler and capable of retain-
ing long-term memory, produced favorable results compared to other models and proposed ways to
reduce information leakage for improved accuracy.

In LSTM Based Crypto Prediction [9], the researchers used both LSTM and MLP models to fore-
cast Ethereum prices, analyzing 1000 data points daily, 1500 per hour, and 400,000 per minute. The
study Bitcoin Price Prediction Using Machine Learning [10] applied random forest and Bayesian
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regression algorithms, predicting Bitcoin prices with high accuracy after developing a framework to
identify daily market patterns.

The work Enhancing Bitcoin Price Fluctuation Prediction Using Attentive LSTM and Embed-
ding Network [11] presented a model that utilized autoencoders and basic features with Attentive
LSTM Networks to enhance Bitcoin price predictions. The ALEN model excelled in time series
forecasting. Another study, Using Deep Learning for Predicting Bitcoin Prices: A Comparative
Analysis [12], reviewed several deep learning techniques such as DNNs; LSTMs, CNNs, ResNets,
and CRNN combinations, concluding that DNNs were the most accurate.

In Analyzing Machine Learning Algorithm’s Performance to Predict Bitcoin Prices [13], the
authors compared linear regression, LSTM, and RNN for predicting Bitcoin prices, finding that the
LSTM-RNN combination was more effective due to its ability to capture long-term trends. Lastly,
Neural Network Prediction of Changes in the Price of Bitcoin [14] used RNN and MLP models for
short- and long-term predictions, with MLP achieving 80% higher accuracy in long-term forecasts.

3 Methodology

Our proposed methodology consists of a LSTM network to predict cryptocurrency prices. Historical
time series data is fetched from Binance, and the LSTM algorithm is built and implemented. The
model then predicts the price of the cryptocurrency. The basic flow of this process is shown in
Figure 1.

Recurrent Neural Networks (RNNs) with LSTM are commonly used for time series analysis and
forecasting, particularly in scenarios where traditional RNNs face challenges, such as the vanishing
gradient problem. This issue can also lead to inaccuracy of pattern recognition. LSTM networks
manage this through the use of memory cells which are then stacked and connect through gateways.
These gates regulate the in and out transportation of information within these cells. The Memberlosz
input, forget, and output gates allows the network to update and output data only selectively.

LSTM networks have found application in image captioning, speech recognition and in handling
natural languages. It has also successfully used in exploiting the future prices of cryptocurrency.
Compared to other traditional models, LSTM network extracts features from historical price data,
and then can be used for forecasting future price. To be more precise, the realized prices are input
and the network returns the estimated price at some future date.

The basic structure of LSTM consists of three key components, each serving a specific purpose
in data analysis and prediction:

e Forget Gate: This gate determines whether information from the previous cell should be retained
or discarded.

® Input Gate: This gate processes new data to update the current cell’s state.

® Output Gate: This gate outputs the current data, which is passed to the next time step.
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These gates work together to enable the LSTM network to effectively learn and predict future
cryptocurrency prices.
The equation for the forget gate is given by Equation 1.

ft = O'(il?th =+ ht,lVVf) (1)

The equations for the input gate are given by Equation 2, 3, 4.

iy = o(2,U" + hy W) (2)
ét = tcmh(xtUg + ht_le) (3)
Ct = O'(ft % Ct_1 —+ it * C’t (4)
The equations for the output gate are given by Equation 5, 6.
ot = o(x:U° + hy W° (5)
ht = tanh(C’t) * Ot (6)

The methodology for anomaly detection in Ethereum price prediction using deep autoencoders
involved several key steps. Firstly, we collected historical Ethereum price data and then preprocessed
it to normalize the data and split it into training and test sets. A deep autoencoder model was
designed with an encoder-decoder architecture, where the encoder reduces the dimensionality of the
input data and the decoder reconstructs the original input. The model is trained using the training
data to learn normal price patterns. Subsequently, the trained autoencoder is used to reconstruct
the test data, and the reconstruction errors are calculated. A threshold based on the training errors
flags outliers as anomalies. Data points with reconstruction errors above this threshold are flagged
as anomalies. Finally, the detected anomalies are visualized on a price chart to gain insights into
unusual price movements or behaviors.

4 Implementation

The programming language chosen for this work is Python 3.0, which possesses a robust and facile
setting and encompasses numerous libraries to support ML /DL. A variety of methods and different
tasks are used in machine learning and artificial intelligence (AI) and Python is effective, but reliable.

4.1 Data Preprocessing

Our model uses historical data to predict the closing price of Ethereum for the next day.
To utilize LSTM networks, the input must be structured as a 3D tensor with dimensions
(batch_size, window _size, input_dim). The number of past days that the model will consider needs
to be defined. While this choice is somewhat arbitrary, we will opt for a window size of 10 days.
We reorganized the data so that a sequence of values from the previous 10 days is used to predict
the value at time t.

We construct small data frames, known as windows, comprising data from 10 consecutive days.
For instance, the first window includes rows 0-9 of the training set, the second contains rows 1-10,
and so on. Choosing a small window size allows us to input more windows into our model, but it
may limit the model’s ability to detect complex long-term patterns due to insufficient information.
In this case, we only utilized the ”close” price to make predictions, resulting in an input dimension
(input_dim) of 1. However, the target variable, the ”close” price of Ethereum, can be influenced by
numerous other factors.
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Additionally, we scaled our price data to fit within a specific range. This will assist our optimiza-
tion algorithm in reaching convergence more quickly. Normalization is a commonly used method
in preparing data for machine learning. Its aim is to adjust the values of numerical columns in a
dataset to a standard scale while ensuring that variations in the ranges of values are preserved.
For this purpose, we used the MinMaxScaler from sklearn. The MinMaxScaler adjusts features by
scaling each one to a specified range. This process scales and shifts each feature independently to
fit within the desired range.

4.2 Error metrics to evaluate the results

Root Mean Squared Error (RMSE) metric calculates the square root of the mean of the squared
errors between the actual and predicted values. The formula for the same is given by Equation 7.

N .
N (Predicted; — Actual;)?
RMSE = \/Zz—l( re ’C; ctual;) (7)

Mean Absolute Error (MAE) calculates the difference between the actual and predicted values,
and then takes the mean of these absolute values. The equation for the same is given by Equation 8.

N
1
MAE = — D=9 8
N;\y ] (8)

5 Results

The resulting graph clearly shows how well our LSTM model predicts Ethereum prices. The blue
line serves as a comparison point and represents the actual historical pricing of Ethereum, while
the predictions made by the model are represented by the orange line. The two lines should ideally
align closely to indicate that the forecasts are accurate; deviations suggest potential areas where the
model may not adequately reflect market behavior. Understanding the general trends and specific
regions of varied responses or convergence can help assess the model’s forecasting effectiveness.
It is noteworthy that, despite the inherent challenges in forecasting cryptocurrency, the model
demonstrates its ability to reflect actual prices due to its focus on value. This is visually represented,
highlighting its potential effectiveness in the cryptocurrency market.

We utilized two popular assessment measures: Root Mean Squared Error (RMSE) and Mean
Absolute Error (MAE) which provide prediction accuracy of our LSTM model specifically. RMSE
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Fig. 3 Reconstruction Errors for Anomaly Detection with Autoencoder

exposes the qualities of the model which shows the average size of the errors from the actual value.
On the other hand, MAE makes the representation of the absolute errors easier. The values we got
for assessments were RMSE = 0.0013757152836841424 and MAE = 0.026190283157309237.

Using these indicators, effectiveness of the model can be properly instituted which gives insight
of effectiveness of Ethereum price prediction. These indicators can therefore used as benchmarks
when comparing the extent to which the identified model reflects the essential characteristics and
changes in the cryptocurrency market. Again for anomaly detection, the result graph shows the
reconstructed errors in parallel with the actual prices. The anomaly detection model is actually
tested on Ethereum price data. The model applied autoencoder type with a multiple layers and
it operated on initial portion of the data and tested on remaining data. Measurement errors of
reconstruction for each data number were estimated. The model was able to discern trends in
the Ethereum price data and is suggestive of its ability to point out any strange price bouts or
fluctuations.

6 Conclusion

In other words, this study yields positive and helpful findings in predicting Ethereum prices uti-
lizing LSTM models. Using past price movement to forecast, LSTM has shown strong analytical
efficacy in showing finer fluctuations and correlation within cryptocurrencies’ volatile nature. That
means incorporating metrics like RMSE and MAE as a reference point suggest this model’s aptness
to measure and estimate changes in price over time. This data predictive capability is especially
significant within the trading of cryptocurrencies since these are extremely volatile markets where
trading can occur almost in the blink of an eye. However, it is essential to pay attention to the
range of barriers and challenges present within the confines of natural estimate fundamental to
cryptocurrencies. Market outlooks, events and acts of regulation amongst other factors are outside
the realm of historical confirmation, and therefore explain future movements of price variations.
Specifically, for the Ethereum cryptocurrency such as anomaly detection in the form of deep autoen-
coders is considered the promising approach to identifying the inconsistencies and potential fraud in
the network. Since autoencoder preserves the normal patterns, the differences from these patterns
can be considered as anomalies. This methodology offers a preventive/anticipative and quantitative
approach toward managing risks associated with irregularities of Ethereum transactions as well as
changes in their prices. Last but not the least, deep autoencoders in context of anomaly detection
on Ethereum show promising results in exploring the security and utility of the crypto-currency
domain. More investigations in this area, as well as future development of this field could provide
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a better tool for improved identification of anomalies, reinforcing the reliability and credibility of
Ethereum and a variety of other Blockchain systems.
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